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U-TOKYO group wins “Impact Award” in BandWidth Challenge at SC09(Super Computing 2009)

-- UsadaFox enables high speed Web access 

on Long Fat Pipe Network for ordinary PC

1000 times faster compared to Firefox --


Abstract

Portland, Ohio, Nov.20 – SC09 – Data Reservoir team of the University of Tokyo was awarded the SC09 Bandwidth Challenge Impact Award at SC2009 held in Portland from Nov. 14 to 20 sponsored by ACM SIGARCH and IEEE Computer Society. Their entry was titled “5th Generation Data Reservoir -- Personal Data Reservoir UsadaFox” and was led by Prof. Kei Hiraki of the University of Tokyo. The team demonstrated data transfer using HTTP between Tokyo and Portland using UsadaFox system installed on ordinary PC, which is HTTP server-client system based on Apache and Firefox, and attained 6.5Gbps transfer speed, which is 1000 times faster compared to ordinary Apache server and Firefox browser combination. UsadaFox enables ordinary people to enjoy long distance network using web browser. 

Contributions

1. UsadaFox enables ordinary people with ordinary environment to enjoy 10Gbps Internet, which was only open to the researchers with high performance computers.

2. UsadaFox uses web browser using ordinary single TCP/IP stream, and does not need special environment such as Grid system or parallel file system.

Details

　
　The demonstration was performed between Tokyo and Portland using ordinary PCs(Figure 1). The PC consists of 1 Intel CPU, 6 Solid State Disks (SSDs), disk RAID card, and Chelsio’s network interface card. All components are available in general market and 2 PCs were so compact that they were carried from Japan in a single suitcase as a check-in baggage.

  The team demonstrated 130GB disk data transfer between Portland and Tokyo. With Firefox and Apache, the performance is about 6Mbps, on the other hand, UsadaFox attains 6.5Gbps. 

The detailed route from Tokyo and Portland is;

The University of Tokyo = T-LEX(Tokyo)        
WIDE

T-LEX(Tokyo) = NICT Otemachi (Tokyo)　

JGN2plus

NICT Otemachi(Tokyo) = NICT Los Angels　　
JGN2plus

NICT Los Angels = NLR(Sunnyvale) 　

Pacific Wave

NLR(Sunnyvale) = SC09(Portland) 


NLR Framenet

SC09(Portland) = Booth of U-Tokyo


SCinet

Round Trip Time is 136ms.

Figure 2 shows the experimental result using ANUE delay box, which shows Firefox suffers long RTT, but, UsadaFox is unaffected by RTT. 
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Figure 1．PC used for demonstration
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Figure 2  Download speed and Round Trip Time Relationship
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Glossary
University of Tokyo, Data Reservoir is a research project funded by KAKENHI,  MEXT, Japan. The goal of the project is to establish a global data-sharing system for scientific data. Data Reservoir research group currently has the Internet2 Land Speed Records for all the classes. For more information, visit:

http://data-reservoir.adm.s.u-tokyo.ac.jp/

Contact: Kei Hiraki <hiraki@is.s.u-tokyo.ac.jp>

Tel: +81-90-6482-9169

Fax: +81-3-3818-1073
The Institute of Industrial Science (IIS), the University of Tokyo, was established in 1949 as the result of the reorganization of the Second Faculty of Engineering.  IIS consists of 5 departments, such as "Fundamental Engineering", "Mechanical and Biofunctional Systems", "Informatics and Electronics", "Materials and Environmental Science" and "Human and Social Systems". The current campus is divided into two sections: Komaba Campus at Tokyo is home to the Research Departments and the Administration Departments of the IIS, along with the affiliated research centers, Central Workshop and Computer Center, which are shared service facilities; Chiba Experiment Station in Chiba prefecture is affiliated research facilities for large-scale research.
WIDE (Widely Integrated Distributed Environment), established in 1988, is a joint industry, government and academia research consortium that promotes the research and development of Internet technologies. Represented by Vice President of Keio University and Dean/Prof. of the Faculty of Environmental Information, Jun Murai, over 100 corporations and 40 universities are currently involved in the WIDE Project, partaking in a wide array of research and development activities concerning technologies of the next generation Internet. WIDE Project also operates T-LEX (http://www.t-lex.net/) as an effort of stewardship for the IEEAF Pacific link in Tokyo.

Contact: <press@wide.ad.jp>

Tel: +81-466-49-3618 (c/o KEIO Research Institute at SFC)

Fax: +81-466-49-3622

NTT Communications is the international and long distance service arm of NTT (Nippon Telegraph and Telephone Corporation), one of the largest telecommunications companies in the world (ranked 44th in the Global Fortune 500 list of 2009). Our maxim for business customers is to become an "ICT Solution Partner." NTT Communications will utilize its technological depth and expertise in ICT to provide support that will transform customers' ideas into the development of new business models.

Through our slogan for individual customers, “'CreativE-Life' for Everyone”, we will provide one-stop Internet services that meet the demands coming from diversifying lifestyles. NTT Communications will enable new communication that "bridges" businesses and individuals thereby contributing to the realization of business models that are ahead of the times. For more details, please see

http://www.ntt.com/index-e.html

JGN2plus is a three-year project starting from April, 2008 by National Institute of Information and Communication Technology (NICT) which consists of activities and operations of an open testbed network for R&D. JGN2plus will support NICT's driving activities for the development of the New Generation Network, and is the core of the NICT Otemachi Research Center. It is also an open testbed network to researchers for advance R&D activities in networking, field tests, and experiments for various applications. For details, please see http://www.jgn.nict.go.jp/

Pacific Wave is an advanced, distributed international exchange point that interconnects global research and education networks in support of innovative research and collaborative academic and scientific programs. Pacific Wave is supported in part by the US National Science Foundation and is a joint project of the Corporation for Education Network Initiatives in California (CENIC) and the Pacific Northwest Gigapop (PNWGP). It is operated in collaboration with the University of Southern California and the University of Washington. For more information, see  http://www.pacificwave.net
National LambdaRail
　　　　　National LambdaRail (NLR) is the innovation network for research and education. NLR's 12,000 mile, nationwide, advanced optical network infrastructure supports many of the world's most demanding scientific and network research projects.　 With virtually unlimited capacity, speeds of up to 40 Gbps, an existing footprint throughout the U.S. and new links to international organizations, NLR opens up unprecedented opportunities for collaboration, innovation and commercialization among the global research community and between private and public partners. http://www.nlr.net/
SCinet: During the seven days of the SC09 conference, Portland, Oregon will host of one of the most powerful, most advanced networks in the world – SCinet. Built each year, SCinet brings to life a highly sophisticated, high capacity networking infrastructure that can support the revolutionary applications and network experiments that have become the trademark of the SC Conference. SCinet serves as the platform for exhibitors to demonstrate the advanced computing resources from their home institutions and elsewhere by supporting a wide variety of applications including supercomputing and cloud computing.

http://sc09.supercomputing.org/?pg=scinet.html
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